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Abstract

The granting of loans by afinancid inditution (bank or home loan business) is one of the important dedson
problems that require delicate care. It can be performed using a variety of different processing agorithms and
tools. Neural networks are considered one of the most promi sing approaches. In this study, optima parameters
and the comparative efficiency and accuracy of three models: Multi Layer Perceptron, Ensemble Averaging and
Boogting by Filtering have been investigated in the light of credit loan application classfication. The god wasto
find the best tool among the three neurd network modes for this kind of decision context. The experimentd re-
aults indicate that Committee Machine models were superior to asingle Multi Layer Perceptron mode, and that
Boogting by Filtering outperformed Ensemble Averaging.
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Introduction

The granting of loans by afinancid inditution (bank or home loan business) is one of the important dedsion
problems that require delicate care. Loan applications can be categorized into good applications and bad appli-
cations. Good gpplications are the applications that are worthy of giving the loan. Bad applications are those
ones that should be rejected due to the small probability of the applicants ever returning the loan. The indtitution
usudly employs loan officers to make credit decisions or recommendations for that inditution. These officers are
given some hard rules to guide them in evauating the worthiness of loan gpplications. After some period of time,
the officers a'so gain their own experientid knowledge or intuition (other than those guidelines given from ther
inditution) in deciding whether an application is loan worthy or not.

Generaly, there is widespread recognition that the capability of humans to judge the worthiness of a loan 5
rather poor (Glorfeld, 1996). Some of the reasons are: (i) Thereis alarge gray area where the decision is up to
the officers, and there are cases which are notimmediatdly obvious for decison making; (i) Humans are prone
to bias, for ingtance the presence of a physica or emotiona condition can affect the decison making process.
Also persond acquai ntances with the applicants might distort the judgmenta capability; (i) Business data ware-
houses store historical data from the previous gpplica
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How Neural Networks Can Help Loan Officers
and the nature of the relaionships themselves that are not obvious.

Given the fact that humans are not good at evauating loan gpplications, a knowledge discovery tool thus is
needed to assig the decison maker to make decisions regarding loan gpplications. Knowledge discovery pro-
vides a variety of useful tools for discovering the non-obvious rdationships in higtoricd data, while ensuring
those relationships discovered will generaize to the new/future data (Bigus, 1996; Marakas, 1999). This knowl-
edge in the end can be usad by the loan officersto assst them in rgecting or accepting applications. Past studies
show that even the gpplication of a ampligtic linear discriminant technique in place of human judgment yieds a
sgnificant, dthough gill unsatisfactory increase in performance (Glorfeld, 1996).

Treeting the nature of the loan application evaduation as a classification (Smith, 1999) and forecasting problem
(Thomas, 1998), it is argued here that neural networks may be suitable as knowledge discovery toolsfor the
task. Therefore, the main objectives of this study are: (i) To develop arobust knowledge discovery tool using
neura network modes that is both reliable and easy to build, and (ii) To compare the performance of the basic
neura network model caled Multi Layer Perceptron (MLP) with Committee Machine models (namely Ensam-
ble Averaging and Boogting by Filtering) in scoring credit loan applicetions.

Literature Review

Neural Networks

Theinitid work on neural networks was motivated by the study on human brain and the idea of neurons asits
building blocks. Artificid intelligence researchersintroduced a computing neuron model (depicted in Figure 1.)
to smulate the way neurons work in human brain. This mode provided the basis for many later neurd networks
developments.

There are literdly hundreds of neura network modes available to use (FAQ, 2002). The combination of topol-
ogy, learning paradigm and learning rules/dgorithms define a particular neura network model. The topology can
be in the form of feed forward, limited recurrent and fully recurrent networks. The learning paradigm can be
classfied as one of these: supervised, unsupervised and reinforcement. There are different learning agorithms for
neura networks, for example: error correction learning, Hebbian learning, competitive learning and Boltzman
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learning. Back propagation method and K ohonen festure maps are most popular in knowledge discovery
(Bigus, 1996).

The most important festure of neurd networksisther ability to learn. Just like human brain, neurd networks can
learn by example and dynamically modify themsavesto fit the data presented. Furthermore, neural models are
dso able to learn from very noisy, distorted, or incomplete sample data, which render other methods useless
(Glorfeld, 1996). Because of this learning ability, neural networks are then seen as gppropriate tools for know!|-
edge discovery. Learning paradigmsin neurd networks are divided into 2 categories, supervised and unsuper-
vised. With supervised learning, the modd is provided with feedback so that it can learn from its mistakes and
try not to repeat the same mistakes in the future. In the unsupervised learning, the neura network mode is not
given any prior training or feedback. Instead it is given red data from the beginning and will learn dong the way.

Besde its ahility to learn patterns, neura networks aso have other useful properties and capabilities induding: (i)
Nonlinearity. A neura network, made up of an interconnection of nortlinear neuronsinit is not linear. Nonlin-
earity is an important property particularly if the input pattern is inherently nonlinear; (ii) Adaptivity. Neurd net-
works have the ability to adapt their synaptic weights to changes in the surrounding environment. Thisis particu-
larly useful when aneurd network modd is deployed in anon-gtationary environment (an environment theat
changes with the time, for example a stock market price); and (iii) Gereralization. Thisis perhaps the second
most important festure besides learning. Generdization refers to the neura network producing appropriate out-
puts for inputs that were not encountered during training.

Despite the tremendous benefits offered by knowledge discovery for businesses, neura networks are not free
from criticiam. Most neura networks are of the "black box" kind. This means that the tool can only produce
conclusions without explanations and judtification of the reasons behind such conclusons. This makes account-
ability and rdiability issues difficult to address. Thet iswhy one of the main interests in knowledge discovery re-
searchisto find waysto judtify and to explain the knowledge discovery result. Other limitations concern the high
computationd reguirements of neurd networks, usudly in the form of computer power and training time, and the
scarcity of expertsin the field, which makes some businesses avoid their use (Marakas, 1999).

Choosing which neura network mode to useis not trivial. According to Bigus (1996), there are severd criteria
that can be followed in order to choose a suitable model. These criteriainclude data type and quantity, training
requirements and functiona requirements. Training requirements are mostly concerned with things such as: the
tolerable training time and hardware demands for doing such training. Functiond requirements are related to the
learning function that is expected.

Credit Loan Evaluation

Mot of the research on the application of neurd networksto credit |oan evauation problem has focused on
Multi Layer Perceptron (MLP). The empiricd results are mixed. While some studies reviewed here indicate that
aneura network gpproach is better than other techniques (Nittis et . 1998, Mahorta et d. 2001), other stud-
ies suggest otherwise (Galindo et a. 1997, Desai et d. 1997, Yobas et d. 1997). This makes it hard to draw
any genera conclusions that would guide practice. The tendency for different experts to argue that they have the
best modd, whatever model that is, makes this problem even harder (Thomas 1998).

On apodgitive Sde, some studies reinforce Glorfed' s (1996) claim that human performance can be outper-
formed by smple statistical methods. Nittis et a. (1998) used a neural network as a second leve filter by sup-
plying it with data that already had been approved by loan officers. Their experiments show that the neura net-
work developed was rdliable enough to be the first leve filter (replacing loan officers) with only afew cases
needing human intervention. Furthermore, Mahorta et a (2001) discovered amargind advantage using neurd
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networks over discriminant andyssin classfying consumer loans, but the overwhemingly convincing conss:
tency of neurd networks. Also, neura networksoutperformed discriminant analysisin recognizing “bad” appili-
cations.

In contrast, several studies reported somewhat inferior performance of neura networks compared to other
models or found no sgnificant advantage. Galindo et d. (1997) in their empirica study examined 4 different
techniques. classification and regression trees (CART), neurd network models, k-nearest neighbor and Probi.
Neurd network models came second after CART in their experimenta results. However, the difference in per-
formance between them was smdl. Desal et d. (1997) concluded that the neurd network (feedforward model)
involved did not significantly outperform the conventiona techniques because the most appropriate variants of
the techniques were not used. Yobas et a. (1997) cameto asmilar conclusion with respect to credit card go-
plications.

Although this review shows that neura networks may not ways be the best possible tool for loan application
evauation, it dso revedsthat it has never been more than margindly autperformed by other methods. The rea-
sonswhy neurd networks do not aways come out as awinner is these comparison sudies are: (i) The most
gppropriate variants of neural network are not used (Desal et a 1997). Thereis ftill awide variety of neura
network models that have not been tested against the loan application problem; (ii) The studies reviewed above
each used different data. For example, Galindo et a. (1997) used 24 attributes and 4000 ingtances, while Mal-
horta et al. (2001) used data with 6 attributes and 700 instances. The characteristics of the data, for example
number of attributes and the ditribution of the data, are dl important as they affect the performance of the de-
veloping neurd network.

Research Objectives

Based on the above review and discussion, this study was st to investigate, on the same collection of red loan
data, the comparative performance of two different Committee Machine modeds and the basic Multi Layer Per-
ceptron. Ensemble Averaging was suggested to be successful in reducing bias and variance of asingle expert
modd (Perrone, 1993; Volker 2001). Smilarly, Boosting by Filtering was proposed to boost learners’ per-
formance by enabling individua expertsto learn from others mistakes (Shapire 1990, Haykin 1999). While it
was expected that both committee machines would perform reasonably well in loan gpplication evauation, no
prior empirica research was done to establish this.

The current sudy was carried out in two stages. Firgt, acommon MLP mode was built and tested for predict-
ing worthiness of loan gpplications. Then, based on the MLP model built, the study concentrated on developing
and tegting two static committee machine models, Ensemble Averaging and Boosting by Filtering, to see how
much improvement they would provide over MLP. These two models were chosen among other static commit-
tee machine models because they were both easy to implement and had the theoretical potentia to improve per-
formance over MLP.

Research Method

KDD Tool Design Overview

The knowledge discovery tool built in this research project conssts of 5 files, each representing a class on its
own. Therdation of these classes can be seen on the smplified Unified Modeing Language (UML) diagram
shown in Figure 2. Briefly, ML P implementation was built upon two main modules, BPNN and mlp. BPNN
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provides backpropagation dgorithm |
that isthen used by mip. NeurdGUI
isan extendon of MLPimplementas |
tion, providing auser with graphical
interaction with the program. Caom-
mittee and boosting modules repre- i
sent the committee machines imple- Y

BPNN | mip \

boosting

mentation. They use MLPsas ex-
perts.

In designing the toal, the fallowing
congderations had to be taken into
account. An MLP with 1 output
neuron can produce 2 different re- Multi Layer Perceptron Committee Machines

sults (binary decision: O or 1). Com- Implementation Implementations

bined with two expected results, ) _
bad application and good applica- Figure 2 Knowledge Discovery Tool Structure

neunralGUI

tion, we can have four different

combinations of possble prediction result. Thus, result of classification can be divided into 4 possible outcomes:
(i) Negative correctly classfied result, the network is rejecting a bad application; (ii) Negetive incorrectly class-
fied result, the network is accepting a bad application; (iii) Postive correctly classified result, the network isac-
cepting agood goplication; and (iv) Pogtive incarrectly classfied resut, the network is rejecting a good applica-
tion.

From these four, we argue that the most important one is the negative misclassified gpplication (highlighted in
Table 1). Negative data (that is non-loan worthy gpplication) that is misclassfied as loan warthy has amore
damaging impact than the other types of misclassfication. If negetive dataiis misclassfied, that means, the bank
islogng money due to granting loans to wrong applicants. Thus, our experiments were focused on this set of
misdassficaions and trying to improve the performance of the neurd net model in this particular area. However,
it isimportant to recognize that in achieving low error on classifying negative data, thereis a cost to pay. Thereis
atrade off between pursuing best performance on negative misclassified data and pursuing the best performance
onadl data. That is, in trying to inprove the network performance in identifying the negative data, the perform:
ance on positive dataiis going to be worsened.

Multi layer perceptron implementation
As mentioned earlier, thefirg sep in thisinvestigative study involved building and testing of the performance of

Table 1: Result of L oan Classification

Reaults Application Outcome
Pogtive Good application
Output Neuron Gerera- Bad gpplication
tor Negative Good Application
Bad Application
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the most widely used neura network mode caled Multi Layer Perceptron (MLP) in dedling with credit loan
aoplications. The result of this MLP implementation served as the base for later implementations of combined
neura networks.

The design of the MLP module was an adaptation from Tom Mitchell's MLP suite (Mitchell, 1997). BPNN
class provided the functiondity of backpropaggtion agorithm, while mip class provided an interface to integrate
these functiondities with the functiondities found in Data module. As the backpropaggtion learning agorithm
requires randomization of initid weights, it was necessary to provide some ort of randomization methods in the
program. This was done in such away to alow the seed to be determined by the user. It isimportant to notice
that, the ability to set the seed and thus control the initid weights for the network is necessary for reproducing
the experiment. Without having the mechanism of reproducing a set of random numbers every time, it would be
difficult to compare changes between experiments.

As explained before, the study was conducted with the god to find a balance in performance trade off. To
achieve the desired performance baance, two threshold variables were included in the program, namely a
maximum tolerable error percentage on al data and on negative data. These two thresholds provided an early
stopping point for training. Finaly, to assst with the experiment, a Graphical User Interface (GUI) was dso
provided. Most commercia knowledge discovery software has GUIsto assst the user of the system. Asthis
project was trying to build a knowledge discovery tool that was not only robust but dso user-friendly, asmple
GUI was thus implemented. The GUI makesit easier for the user to test the constructed neurd network mode,
and the parameters of MLP can be easly set using the GUI.

Ensemble averaging implementation

Ensemble Averaging was implemented as a combination of severd experts, where the individua experts com
bined were ML Ps developed in the earlier stage of the study. Appropriate program modules were built to store
and read user specifications, to add an arbitrary number of experts, to train experts and to combine their as-
sessments. For evaluating aloan application, each expert produces its own assessment on the particular applica-
tion, and then the combiner takes the average from these assessments to make the final assessment on the loan
goplication.

Boosting by filtering implementation

Boosting by Fltering was implemented using a smplified version of the boosting agorithm described by Haykin
(1999). The amplified dgorithm differs from the origina in choosing the training data for the second expert. In
the origind agorithm, the first expert kegps on discarding training instances until it finds the instance suitable for
training the second expert and then the process is repested until sufficient number of training ingtances are
reached. In the smplified verson, the first expert only needs one pass to gather the necessary instances for
training the second expert, and it is done by adding instances from the same set until the set has no more in-
stances.

Experimental Data

In relation to loan gpplication evauation, the information that is regarded as important (Thomas, 1998) includes.
(i) The character of the gpplicant, credit higtory of the gpplicant and hisher family is certainly hepful; (i) The
capitd, thisidentifies how much money is being asked by the gpplicant; (iii) The collaterd, this refers to what
things that the applicant willing to put up from hisher own resources; (iv) The capacity, the applicant's repaying
ability is one of the mogt crucid factors, thisinformation can be in the form of how much income does he/she
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earn, how many jobs does he/she have or how long has he/she been working in their job; and (v) The condition
of current economic market.

The actud data used for this study was taken from the UCI Repository; this datais publicly available and can be
accessed from the URL.: ftp://ftp.ics.ud .edu/pub/machine-learning databases/credit-screening. The data set was
compiled by Chiharo Sano and was generated in accordance to input from a Japanese cormpany that grants
credit. All attribute names and values were changed to meaningless symbols to protect confidentidity within the
data. However, it was expected that most of the important information (as described earlier) wasincluded in the
data set. The last column/attribute was the outcome of the application. If it was“+”, that meant the gpplication
was a good agpplication. On the other hand, the “-” 9gn indicated that the application was a bad one. The data
set had atotd of 690 instances. Of these, 307 instances (44.5%) were good applications, where 383 (55.5%)
instances were bad gpplications. In addition, 37 instances, that is, 5% had one or more missing atribute values.

Data pre-processing

Data pre-processing is the first step of the knowledge discovery process. In this step, datain the data ware-
house was preprocessed and then fed to the knowledge discovery tool. Since neurd network models only ac-
cept discrete or continuous numerica vaues, categorica datais needed to trandate into numerica vauesfor it
to be utilized by the neura network models. This was done using the 1-out-of-N encoding technique (Smith,
1999). The numerica data needs to be normalized in order for it to be used by the neurd network. Normdiza-
tion in this case meant dividing an input vector with anorm of the vector. It isa common practice to normdize
the input of MLP modd to the range of 0 to 1, but there are cases when scaling the inputs to the range of -1 to
1 isacongderably better option (FAQ, 2002). The normalization used in this project is called rescaling, and
was done by finding the maximum vaue of particular numerica attributes and then dividing each of the instances
of the atribute by this maximum.

As mentioned earlier, the data set contained 37 ingtances with one or more missing attribute values. Thisis
sometimes referred to as the noise in the data. Since neura networks have been known for their capadty to
handle noisy data, these ingtances were included as vdid casesin the current investigation. The historical data
for loan applications after being preprocessed was stored in afile. A data structure was needed to represent the
information stored in this file during the running of the program. The data structure was described in the Data
module. The Data class encapsulated the gpplication data in the form of lists of valuesin a Data object. The data
object dso stored other information such as the numbe of negative applications, the number of instances etc.

To prevent the MLP model becoming biased towards the data set used for training, a data partitioning technique
was used. The commonly used technique is caled cross vaidetion. It is basicaly an ggproach where the input
datais divided into two sets, one set is used for training the MLP mode as can be referred as the training st.
Therest isfor vaidating the performance of the modd; thisis called the test st. Training set is used for the
modd to converge to an empirica optima, and the other set is used to decide when to terminate the conver-
gence process (Perrone, 1993). This study applied 50:50 divisions (346 for training set and 344 for data set).
Both training and test sets contained half negative data and haf postive data The training set having at leest haf
of dl its data negative dlowed the network to learn to classfy the negetive data properly (Smith, 1999). The
gpecid program module provided afunction to create two sets that had equal percentage of negative data.

Asis often the case with many boosting agorithms, a method to apply random sampling was required. The
samples were generated from the list from which the Data object was created. The sample was taken with re-
placement, thusin the resulting set, duplicates were possible. Findly, an appropriate method was provided to
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produce dtigica information on a data column. Thisinformation conssted of the sum of al the column vaues,
average vaues, maximum and minimum values and was used during the preprocessing of the data.

Experimental Results

Optimal MLP Parameters

Finding the best parameters for MLP model isa crucid issue. The optima MLP would have a combination of
parameters that minimize the dassfication error. The god of the MLP experiments therefore was to find these
combination parameters that were best for evauating loan applications. In determining optima MLP parame-
ters, average values from a series of repesated experiments were used. Taking the average results is an approach
goplied to lessen the ingtability inherited by the MLP modd.

Number of hidden neurons

The am of the first series of experiments was to find the number of hidden neurons needed for the network to
be able to evauate loan gpplications with the highest accuracy possible given afixed number of training epochs.
The experiments started by using one hidden neuron, then the number of hidden neurons was increased until the
performance improvement was no longer observed. For each experiment, Six runs of the network were used;
each run had different weight initidization. The result of a particular experiment was the average from the runs. A
run was finished when the training epochs reached 500.

An MLP with 15 hidden neurons had the best performance compared to other numbers of hidden neurons. The
study found that the network reached its peak performance when 15 hidden neurons were used and then the
network suffered a decrease in performance when more hidden neurons were added. This result confirms the
theory that having too many or too few neuronsin ahidden layer can have a negetive effect on the network per-
formance.

Weight initialization

The next series of experiments was conducted to test the extent of performance variations due to weight initidi-
zdion. In theory, the variations of initid weights will result in variaions in network performance. Ten experi-
ments were conducted, each usng MLP with different weight initidizations. These experiments were measuring
the number of training periods needed to reach a desired error percentage.

From the 10 experiments conducted, one of the networks was unable to meet the threshol ds after 1500 epochs,
while the other 9 were able to do so with an average of 716.4 epochs. From this finding, the significance of
weight initidization is gpparent. A network with bad weght initidization resultsin dower converge (more training
epochs are needed); in fact there is no guarantee that this network will converge a dl to the performance
thresholds. Despite this, the chance of anetwork in getting the “wrong” weightsinitidization is quite smdl (1 out
of 10 in this experiment). Our results confirm Smith's (1999) finding thet the effect of weight initidization for
most gpplications is not sgnificant.

Momentum

The am of the momentum experiments was to find momentum that effectively helps the network to avoid loca
minimaand speed up the convergence. For each experiment there were five runs, each run with different weight

104



Handzic, Tjandrawibawa, & Yeo

initidization. With the error threshold set on, a network Parameters Value
would terminate training when the error percentage fals Number of Datain Training Sa 6
below the threshold, or when after 1000 epochs the net- _
work was still uneble to reach the desired performance. Number of Datain Test Set 344
The reaultsindicate that having a momentum vaue in the Number of Hidden Neurons 1
range between 0.6 and 0.7 contributed to speeding upthe  [Seed 0
network’s pace of learning. When momentum was s&t to Learning Rate 0.2
0.8, few runs were unable to meet the thresholds after Momentum 06
1000 epochs. For the rest of experiments 0.6 was used —

: ) T h 1000
asan optimal vaue. Setting the momentum to above 0.7 reining epochs
makes the network too volatile causing it to fail to de- Table 2 Optimal MLP Configuration

scend to better minima

Learning rate

Severd experiments were carried out to find alearning rate that effectively controls the extent of weight modifi-
cation during training epochs. For each experiment, there were Six runs of the network. Then the average ep-
ochs needed to reach the desired threshold value were calculated. If after 1000 epochs, the network is il un-
able to reach the desired performance, the training would be stopped.

The results shows a somewhat nort linear behavior of the impact of learning rate on performance, hence it is dif-
ficult to find agenerd trend. In later experiments (after experimenting with alearning rate of 0.5), some of the
experiments did not converge within the 1000 epochs. Interestingly, some earlier reseerch using alearning rate
greater than 0.5 produced networks which required 150 training epochs. This siggests that alearning rate
greater than 0.5 causes the network to have volatile performance, hence for loan gpplication problem it is desir-
able to use alearning rate lower than 0.5. For the rest of this study the learning rate was set at 0.2. Thisvaue
was chosen asiit is close to what commercid neurd network packages use (Smith, 1999). Given the above jus-
tifications for choosing the parameters for MLP model, an optima configuration is presented in Table 2.

Credit Scoring Performance

After determining the optima parameter combination for the MLP model, the next step was to determineits
credit scoring performance and compare it with that of the two committee machines. The credit scoring per-
formance of al three models was measured againgt the test data and was evaluated in terms of their accuracy
and speed.

Two measures of accuracy used were percentage error on negative data and percentage error on al data.
These metrics were used to assess the ability of the network to reduce error. Percentage error on negative data
messures misclassified negative data againgt the number of negative datain the s&t. Percentage error on dl data
measures misclassified data (both positive and negeative) againgt the number of dl datain the set.

The two measures of speed were number of epochs and training time. These metrics were used to assess how
fast the network could learn, and aso how much training was needed for the network to perform according to
the training requirements. The results are as follows.
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MLP results

The combination of parameters presented in Table 1, provided us with an MLP modd that is customized for
predicting bad loans, and a the same time performance in predicting or classifying other classes of loan applica-
tionsis not overly sacrificed.. The test results indicate that the average percentage errors achieved by MLP
were 1.81% on negative data and 2.38% on dl data. Thiswas achieved in less than 1000 epochs (600) and in
ashort training time (13 sec). These results are better than Smith (1997) whose experiment produced MLP that
was able to classfy bad applications correctly 46.7% of the time and good applications 90.9% of the time.

Ensemble averaging results

A datic committee machine mode called Ensemble Averaging was the subject of the following experiment. It is
argued that ensemble averaging brings stability in performance. Different weights can lead to better or worse
performance and ensemble averaging compromises the two extremes by lessening the effect of choosing
"wrong" weight combinations. It has been proven to be able to enhance MLP performance in other gpplications,
like medicd reports. The purpose of the current study was to find out the degree of improvement that Ensemble
Averaging could provide over MLP in the context of 1oan gpplication evaluation. The committee machine was
built upon the ten experts from MLP experiments. The combiner program used smple voting for combining the
results from these experts. As acommittee, the mode achieved 1.73% error on negative data, and 2.06% on all
data. However, it came at the cost of increased training time (245 sec).

Boosting by filtering results

To test the performance of the Boogting by Filtering committee machine in dlassifying loan gpplications, three
experts were used. Each of the experts was MLP with optimum configuration based on the result from MLP
experiments. Each expert was trained with 500 epochs. The first expert on average produced 278 training in-
stances for the second expert. The first and second expert together on average produced 38 training instances
for the third expert. This shows that there were roughly 38 cases that were hard to classify and the third expert
concentrated on these cases. The average performance of Boosting by Filtering indicated smal error scores of
1.32% on negative data and 1.65% on dl data within a reasonable training time (32 sec).

Comparative performance analysis

The overdl results of the study are presented in Table 3 and clearly suggest that MLP performance in classifying
loan gpplications can be further improved by committee machines models. In particular, Ensemble Averaging
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Neural Number Per centage Per centage Average
Networ k of Error on Error on Training
Mode Epochs Negative Data All Data Time
Multi
Layer 60 181% 238% 13 sec
Perceptron
Ensemble Aver-
aging o o
(10MLPS) 6800 173% 206 % 245 sec
Boosting by
Filtering 0 o
(3MLPs) 1500 132% 165% 32 sec

Table 3 Comparative M odel Performance
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has been shown to be able to reduce the percentage error due to the bias-variance problem inherited by MLP
model. However, on average, the improvement ensemble averaging brings on negative data classfication is not
greet. Thisis evidenced by margina 0.09% improvement on negative data. The performance on dl datawas
more convincing with 0.32% improvement. While ensemble averaging was able to produce lower percentage
errors, it did so a the cost of training time, as evident in the training time for this modd compared to other mod-
és.

Furthermore, the results indicate that Boosting by filtering outperformed other modelsin this study. It was able
to improve the performance of MLP model by 0.49% on negative data and 0.73% on dl data. The boogting by
filtering committee mechine was the best performer in this experiment, in that it was able to produce the least
percentage error. Thiswas done & a comparatively low training time cost.

Overdl, the smal percentage error produced by neurd network modelsin this experiment (1.32% - 1.81% av-
erage percentage error on negative data and 1.65%- 2.38% average percentage error on dl data) confirms that
neurd network models are well suited for loan gpplication evauation. The boosting by filtering committee ma-
chine shows that training different experts on hard to classify gpplications brings a sgnificant performance im
provement. Boosting by filtering aso shows that these performance improvements can be achieved at alow cost
(lesstraining time and computational cost).

Conclusion

This research project was concerned with the development and experimentation of a knowledge discovery tool
using neura network modelsin relation to loan application evaluation. Given the short time available to do the
project, aknowledge discovery tool has been built, the tool consisting of 3 neura network modds aMullti
Layer Perceptron, an Ensemble Averaging committee machine and a Boosting by Filtering committee machine.
Thetool was tailored for loan applications evauation. The experimentd results confirm that committee machines
are able to perform in superior manner compared to MLP, with Boosting by Filtering outperforming the Ensem-
ble Averaging modd. With their high accuracy in classifying loan gpplications, dl neura network moddsimple-
mented in this project, can certainly be helpful for the decision making process. However, more trust is neces-
sary before neural networks can gain broader acceptance in business world.

Despite interesting findings, the study faced some limitations. The main difficulty wasin determining the best pos-
shle st of mode parameters. For instance, the model requires foundational knowledge of consumer behavior
to be factored in. Neura network modds have a very high degree of freedom. What this meansisthat thereis
awide range of different combinations of parameters that can affect the performance of a particular network.
This causes difficulties because there are il no redly fixed and justified ways to set the values of parameters,
0 it is expected that the user, the company or the decision making team will need a period time to find the most
suitable or near perfect parameters of any given neura network modd. Future studies could indude longitudind
studies of *successful’ loan applications so as to analyze the factors of repayment success. Also, it would be
interesting to conduct a comparative study of pogitive data misclassified as bad gpplication versus negative data
misclassified as good application.

A newly developed genetic agorithm has been proposed to be a solution for parameter selection problem. Inte-
grating such elements into the knowledge discovery tool should enhance the performance of the tool (Marakas,
1999). Furthermore, agenetic agorithm may improve the efficiency of the knowledge discovery tool asit should
provide an automated procedure to find better parameter selections. In addition, providing a visudization com+
ponent to obtain a more sophigticated Graphical User Interface (GUI) would be a useful thing to pursue, asit
would provide the decison maker with a greater judtification of network performance. The explanatory capabil-

107



How Neural Networks Can Help Loan Officers

ity of neural networksis till aweek point. A knowledge discovery tool using a neurd network that is also self-
explanatory would certainly be of mgor interest to the business world.
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